
DNSSEC for .nz:
post-incident recovery 

and improvement
Or, how to see the train coming down the tunnel.

Next time, for sure.
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April 2025



Topics in this talk
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● A summary of our DNSSEC incident in May 2023

● Our road to recovery

● Increasing our awareness: new monitoring features



A question

3

Who actually knows exactly what their 
DNS servers are doing?

Not only right now, but in the past too!



Terminology
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● KSK: key-signing key pair
● ZSK: zone-signing key pair
● DNSKEY: the public key half of 

either a KSK pair or a ZSK pair
● DS: a one-way hash of a 

DNSKEY
● RRSIG: a cryptographic 

signature
● Authoritative DNS
● Recursive DNS



Our .nz DNSSEC incident
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● …has been covered in detail before: a report is available

● In May 2023, many caching recursive servers were unable to 
validate .nz DNS records, most of those for several hours, but 
possibly up to two days



The core of the problem, part 1
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● T -2 hours

Cache:
empty

6.nz DNS server
with zone serial 1

Caching recursive 
DNS server with 

DNSSEC validation 
enabled



The core of the problem, part 2
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● T -2 hours

Cache (TTL 1 day):
NSs: “a.co.nz”
DSs: .nz, co.nz, 
a.co.nz
etc
DNSKEYs etc

7.nz DNS server
with zone serial 1

Caching recursive 
DNS server with 

DNSSEC validation 
enabled

query: NS records 
“a.co.nz”

reply: NS record

queries: 
DNSKEYs, DS 

records

reply: DNSKEYs, 
DS records

Validation: 👍



But then…
(suddenly)

88

Zone serial 1
DSs: .nz, co.nz, 
etc
DNSKEYs: .nz, 
co.nz, etc

Zone serial 2
DSs: .nz, co.nz, 
etc
+new DSs: .nz, 
co.nz, 
DNSKEYs: .nz, 
co.nz, etc

Zone serial 3
DSs: .nz, co.nz, 
etc
new DSs: .nz, 
co.nz, 
DNSKEYs: .nz, 
co.nz, etc
+new DNSKEYs: 
.nz, co.nz, etc

1 hour 1 hour

The keys rolled, and everything changed



The core of the problem, part 3
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● T -0 hours

Cache (TTL 1 day):
NSs: “a.co.nz”, 
“b.org.nz”
DSs: .nz, co.nz, 
a.co.nz, org.nz, 
b.org.nz
DNSKEYs: etc

9.nz DNS server 
with zone serial 3

Caching recursive 
DNS server with 

DNSSEC validation 
enabled

query: NS records 
“b.org.nz”

reply: NS record

queries: 
DNSKEYs, DS 

records

reply: DNSKEYs, 
DS records

Validation: 🥵💩💥



The road to recovery
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Two different, connected, and competing, priorities
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● “Return to normal operations”

● “The incident must never happen again”



What was the holdup, exactly?
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● We needed to establish confidence (which introduces change)

● DNSSEC is… hard



Procedures and processes and tooling
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● Previous technical procedures: inadequate
⇒ create new procedures that are thoroughly reviewed 

● Previous organisational processes: ad-hoc, or nothing at all
⇒ create new processes that can be included in our DR plan

● Previous tooling: minimal automation and monitoring
⇒ create better automation and a greater monitoring scope



Technical solutions for technical problems
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● Procedures and processes are human/social solutions

● But we had a technical problem too, during our incident:
InternetNZ always produced valid DNS zones

● This was a mismatch of perspective



Making progress and
increasing awareness
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Wait, what about the technical solution?
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● “Just run some recursive servers”, we (initially) said

● There is a better way: multiple end-to-end “fake” DNS root instances



Running DNS fake root environments (inspired by SIDN)
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● A VM running containers:

● One DNS fake root (“.”) 
authoritative server

● One DNS TLD/2LD 
authoritative server (.nz, etc)

● One DNS caching recursive 
server

Fake root 
server

TLD/2LD 
server

Caching 
recursive 

server

Monitoring

queries

queries



Making use of these DNS fake root environments
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● Monitoring and experimenting with:

• DNSSEC tracing and validation, including internal DNSviz

• RRSIG expiration and server-reply checks

● A sizeable portion of this is novel work



Examples of monitoring in a DNS fake root

19



Examples of monitoring the real .nz
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Hitting an old, never-reported bug
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● “drill” from the LDNS software 
project could never do DNSSEC 
tracing over IPv6



Conclusion
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● Pre-incident, we only thought about authoritative DNS

● A large part of our response has been improving our awareness



Questions?
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